Chapter 4

Applications of Discriminate Analysis and Factor Analysis in Financial Management

1. Altman (1968) used 2-group discriminant analysis for bankruptcy analysis of industrial firms. For each firm, 22 variables were initially chosen for analysis on the basis of their popularity in the literature and their potential relevance to the study. These ratios were then classified into five categories: liquidity, profitability, leverage, solvency, and activity. One ratio was then chosen from each category for inclusion in the discriminant model.

    Altman’s results showed that the discriminant function had done well in predicting non-bankrupt firms. He calculated a Z score and used this as the basis to classify the firms as non-bankrupt or bankrupt. Firms having a Z-score above a cutoff point fall into the non-bankrupt sector, while those firms having a Z-score below the cutoff are bankrupt firms.

    In utilizing a quantitative method like discriminant analysis, the development of each step has important implications for the usefulness of the mode. For instance, in the Altman-study, the rather subjective selection of the five financial ratios could bias the results due to the selection of the data if these ratios are not the most representative for bankruptcy identification. In addition, the discriminant model is based on certain underlying assumptions, two of which are normality and linearity. Violation of the assumption that the data and corresponding error terms are normally distributed could cause specification error in model, thus adding bias to the results. If the relationship between the financial Z-scores and the explanatory financial ratio used is not a linear one, then the power of classification and forecasting can be drastically reduced. Finally, because this model cannot encompass all the factors relevant to the onset of bankruptcy, classification bias can arise when determining a cut-off point for evaluation purposes.

2. Factor loading is defined as the correlation (across objects) of a set of factors with the original variables. After factor scores have been determined, and using the simple correlation coefficient formula, the number of observations to be used can be reduced significantly by choosing those observations with the highest correlation coefficient.

    Johnson (1979) used factor loading to calculate 61 factor loadings for the manufacturing and retailing industries, from an original sample of 306 manufacturers and 159 retailers. Other areas where factor loading has been used include ratio analysis, security return determination, stock price analysis, corporate bond rating prediction, and anticipation of financial impairment.
3. Pinches and Mingo (1973) used factor analysis to screen the data in a manner similar to previous studies. From an original group of 35 variables, factor analysis enabled them to screen out 6 key variables to be used in the final discriminant functions. In total, 180 bonds were analyzed and randomly assigned to one of two sample groups, 132 forming the original sample for model development and 48 forming a holdout sample for testing purposes. Using Bartlett’s V-statistic, or eigen value determination, three discriminant functions of the six variables were determined. This MDA was used to correctly rate 92 of the 132 bonds, corresponding to a correct prediction rate of 69.7%.
    The major technical differences between the Pinches and Mingo study and previous examples are that Pinches’, and Mingo’s MDA is a K-group instead of a 2-group analysis and that Pinches’ and Mingo’s MDA is predictive rather than descriptive in nature. The readers are referred to Joy and Tollefson (1974) and Altman (1968) for discussion as to the predictive vs. descriptive purposes of MDA. Pinches and Mingo’s data can be found in Part D, Table 4.P.2, of this solution manual. Interested readers can use this data to replicate Pinches and Mingo’s results. In reproducing these results the student will not only learn how to implement the discriminant analysis method, but strengthen his or her knowledge of factor analysis. This is important because the knowledge of factor analysis is essential background for understanding Arbitrage Pricing Theory which will be discussed in Chapter 7.
4. One application of two-group discrimination analysis (MDA) is in determining the trade credit policy of a firm, as in the Mehta (1974) and Van Horne (1980) studies. Using the linear discriminant function yi =Axli + Bx2i, where yi = the index value for the ith account, xli = the ith firm’s quick ratio, x2i = the ith firm’s total sales/inventory ratio, and A and Bare the parameters or weights to be determined, they identified the “good” accounts from the “bad” accounts. Based upon sample data of xl and x2, coefficients A and B are calculated by solving for the following equations:

S11A + S12B = D1

S12A + S22B = D2
     Using Cramer’s Rule, we obtain
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    where S11 = variance of xl, S22 = variance of x2; S12 = covariance between xl and x2; Di = the difference between the average of xi’s for good accounts and the average of xi’s for bad accounts. Based upon these estimated parameters A and B, an optimum cutoff value of the discriminant function is calculated. The aim is to refuse credit to those accounts with a y value below the cutoff and to extend credit to those with a y value above the cutoff. To determine the cutoff value, we first calculate the yi for the accounts, that is, the index value of each account. Checking for overlapping accounts reveals a range where the cutoff will lie. The midpoint can be used as the cutoff point; however, accounts falling within the overlapping region should be investigated to detect classification errors.

    Thus, if one has reason to believe that new credit applications will not differ significantly from past ones whose performance has been analyzed, discriminant analysis can be used to select and reject credit sales Customers. Mehta shows that there are four tasks faced by managers in using MDA for credit analysis: (1) determining significant factors, (2) selecting the sample, (3) assigning weights to factors in order to develop an index, and (4) establishing cutoff values for the index.

5. Classification errors can occur in two ways. If, in the credit analysis problem, an account is classified as good when in fact we know it to be bad, or if an account is classified as bad when in fact we know it to be good, these are examples of Type I and Type II errors, respectively. Type I errors involve the rejection of the null hypothesis when it is actually true, while Type II classification errors involve the acceptance of the null hypothesis when it is actually false. Obviously, Type II errors produce the gravest consequences. Practically, the analysis should contain an area zoned for possible misclassifications, and accounts falling within this range should receive further investigation and analysis.

6. In the Johnson study (1979), the original number of variables were 306 manufacturing firms and 159 retailing firms. Factor scores were determined simply by taking a linear combination (or composite) of the original variables, such as Fi = b1y1 + b2y2+ …. + bjyj + …. +bpyp, where Fi is the ith factor score, yj (j=1,2,...,p_ ) are the original variables, and bl, b2, ..., bp are the coefficients (weight) to be estimated. For manufacturing firms Johnson obtained 306 factor scores for each factor; for the retailer’s he obtained 159 factor scores. By using the simple correlation coefficient formula, he then calculated 61 factor loadings for each industry.
    Thus, in the Johnson study as in many others, the number of variables under consideration is too large to efficiently analyze. Factor analysis provides a method of reducing the number of variables to be treated by discarding the linear combinations that have small variances, and studying only those with large variances, hence simplifying the financial evaluation of a firm.
7. The Jacknife statistic is a general method for reducing the bias of an estimator while providing a measure of the resulting estimator by sample reuse. The result is an unbiased, or nearly unbiased, estimator, along with its approximate confidence interval. The Jacknife technique classifies each case into a group according to the classification functions computed from all the data except the case being classified.
8. The dummy regression model for the two-group discriminant function for both one year and two years prior to bankruptcy can be specified as:
Di = a1x1i + a2x2i + a3x3i + a4x4i + a5x5i + ε
where  Di = the dummy variable for the ith firm,

xl = working capital/total assets,

x2 = retained earnings/total assets,

x3 = debt/total assets,

x4 = market value of equity/book value of debt

x5 = sales/total assets

Results for the one-year-prior and two-years-prior regressions are shown below:

	
	a1
	a2
	a3
	a4
	a5
	R2

	1 year prior to bankruptcy

(t-ratio)
	.36399

(1.3059)
	.56828

(2.7791)
	1.1156

(2.165)
	-.001614

(-.061166)
	.095872

(2.6173)*
	.40217

	2 years prior to bankruptcy

(t-ratio)
	.24565

(.90892)
	.70156

(2.5306)
	.62104

(1.4969)
	-.00 71197

(-.43837)
	.14102

(3.90617)
	.38471

	* Indicates that the coefficient is statistically significant at the ≧ 95% level


9. These empirical results imply that the retained earnings/total assets ratio can be useful in discerning symptoms of bankruptcy as much as two years prior to the event. Moreover, in the year prior to bankruptcy the debt/total assets and sales/total assets ratios take on predictive power as well. Overall, one year prior to bankruptcy the data and related discriminant model have a greater ability to discern the on-coming bankruptcy of a firm.

10. Applying both factor analysis and discriminant analysis programs to Pinches’ and Mingo’s data, students can obtain the results as discussed in Pinches’ and Mingo’s (1973) paper.

11.
Two well-known models using Logit models to estimate the probability of bankruptcy are Ohlson (1980) and Shumway (2001). Ohlson discusses the following econometric advantages of logit model over Multivariate Discriminant Analysis (MDA) used for the development of Altman Z-score. Shumway (2001) elaborates the econometric advantages of a hazard model over a static binary logit model. Shumway (2001) proves that a multi-period logit model is equivalent to a discrete-time hazard model. Therefore, his model used multiple years of data for each sample firm, and treated each firm as a single observation. The detailed discussion of these two models can be found in Section 4.7.
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