Chapter 24

Time-Series: Analysis, Model, and Forecasting

1.


i. Time-series data are any set of data from a quantifiable (or qualitative) event that are recorded over time.
ii. Cross-sectional data is a type of one-dimensional data set which is collected by observing many subjects (such as individuals and) at the same point of time, or without regard to differences in time.

iii. A trend component is a pattern that exhibits a tendency either to grow or to decrease fairly steadily over time.

iv. The phenomenon of seasonality is common in the business world. A characteristic of a time series in which the data experiences regular and predictable changes which recur every calendar year.
v. Cyclical patterns are long-term oscillatory patterns that are unrelated to seasonal behavior. They are not necessarily regular but instead follow rather smooth patterns of upswings and downswings, each swing lasting more than 2 or 3 years.
vi. The irregular element in the time-series of data is introduced by the unexpected event. These irregular elements arise suddenly and have a temporary impact on time-series behavior.
vii. Seasonal index is an average that indicates the percentage of an actual observation relative to what it would be if no seasonal variation in a particular period is present.
viii. For any given quarter, in each year, the effect of seasonality is to raise or lower the observation by a constant proportionate amount (seasonal index) compared with what it would be have been in the absence of seasonal influences. Then we use the so-called seasonal index method to remove the seasonal component.
ix. Leading indicators is a group of time series variables that have usually reached their cyclical turning points prior to the analogous turns in economic activity. Examples include the S&P index of the prices of 500 common stocks.
x. The coincident indicators are time series indicators of cyclical revivals and recessions, such as unemployment rate, the index of industrial production, and GNP in current dollars.
xi. The lagging indicators are time series indicators of cyclical revivals and recessions, such as index of labor cost per unit of output in manufacturing, business expenditures, and new plant and equipment.
xii. Exponential Smoothing is a technique that can be applied to time series data, either to produce smoothed data for presentation or to make forecasts. 
xiii. The exponential smoothing constant is a weight, 
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, between 0 and 1, used to obtain an exponentially smoothed series. So the exponentially smoothed value at time t is simply a weighted average of the current time-series value and the exponentially smoothed value at the previous time period.
xiv. The mean squared error or MSE of an estimator is one way to quantify the amount by which an estimator differs from the true value of the quantity being estimated. In equation (24.18) of the text, the mean squared error is defined as 
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are actual value and forecast value, respectively.

xv. The Holt-Winters forecasting model is a general exponential smoothing model which explicitly recognizes the trend in a time series. The Holt-Winters forecasting model consists of both an exponentially smoothed component
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. For further details, please see Section 24.5.2.
xvi. A time-series analysis always reveals some degree of correlation between elements. Under these circumstances, we can regress the time series
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on some combination of its past values to derive a forecasting equation. An AR(i) model, is a regression model in which the current value 
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 is regressed on its lagged values up to the period i. For further details, please see section 24.6 in the text.
xvii. The X-11 model can be used to analyze historical time series and to determine seasonal adjustments and growth trends. It first decomposes the time-series data into trend-cycle (C), seasonal (S), trading-day (TD), and irregular (I) components and then uses the recategorized data to construct a seasonally adjusted series (Section 24.3 in the text). The X-11 program is based on the premise that seasonal fluctuations can be measured in an original series of economic data and separated from trend, cyclical, trading-day, and irregular fluctuations. For further details, please see Appendix 24A.
xviii. The trend-cycle component (C) in the X-11 model includes the long-term trend and the business cycle. Selection of the appropriate moving average for estimating the trend-cycle (C) component is made on the basis of a preliminary estimate of the ratio of the mean absolute quarter-to-quarter change in the irregular component to that in the trend-cycle component.
xix. The trading-day component (TD) in the X-11 model consists of variations that are attributed to the composition of the calendar.
2.
a.  463 months


b.  154 quarters


c.  38 years
3.
a.  The total population in the U.S.


b.  The sales of a gradually less popular product


c.  The number of people who were infected with the AIDS virus in the world.
4.
a.  
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b.  nonlinear


c.  no
5.
a.  2 months


b.  2 months
6.

	Year
	Mergers
	3Y-MA

	1992
	15
	 

	1993
	17
	 

	1994
	24
	18.67

	1995
	26
	22.33

	1996
	30
	26.67

	1997
	41
	32.33

	1998
	85
	52.00

	1999
	90
	72.00

	2000
	110
	95.00

	2001
	125
	108.33

	2002
	148
	127.67

	2003
	203
	158.67

	2004
	249
	200.00

	2005
	280
	244.00

	2006
	307
	278.67


7.
	Year
	Mergers
	4Y-MA
	Centered 4-MA

	1992
	15
	 
	 

	1993
	17
	 
	 

	1994
	24
	 
	22.375

	1995
	26
	20.50
	27.25

	1996
	30
	24.25
	37.875

	1997
	41
	30.25
	53.5

	1998
	85
	45.50
	71.5

	1999
	90
	61.50
	92

	2000
	110
	81.50
	110.375

	2001
	125
	102.50
	132.375

	2002
	148
	118.25
	163.875

	2003
	203
	146.50
	200.625

	2004
	249
	181.25
	239.875

	2005
	280
	220.00
	234.375

	2006
	307
	259.75
	177.875


8.
Regression output


     y = –54.82 + 21.44 x        R2 = 0.91


where x = time


      y = mergers
9.
a.
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b.
y = 0.5242 + 0.0529x    R2 = 0.434


c.
If we substitute x = 22, we obtain the forecast for the 2nd quarter of the current year.

y = 0.524 + 0.0524(22) = 1.73

Solving this question by MINITAB: 
a.
MTB   > SET  Cl
DATA  > 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20
MTB   > SET  C2
DATA  > .6  .4  .3  .6   .9   .6   .5   .8  1.6  1.8  1.8  1.6  1.3  1.1  1.0  1.3
DATA  > 1.5  1.3  1.1  1.5
DATA  > END
MTB   > PLOT  C2  Cl
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b.
MTB   >  REGRESS  C2  1  C1; 
SUBC  >  PREDICT  22.
The regression equation is 
C2 = 0.524 + 0.0529  C1

	Predictor
	Coef
	Stdev
	t-ratio
	p

	Constant
	0.5242
	0.1706
	3.07
	0.007

	C1
	0.05293
	0.01424
	3.72
	0.002


S = 0.3673    R – sq = 43.4%    R – sq(adj) = 40.3%
Analysis of Variance
	SOURCE
	DF
	SS
	MS
	F
	p

	Regression
	1
	1.8632
	1.8632
	13.81
	0.002

	Error
	18
	2.4288
	0.1349
	
	

	Total
	19
	4.2920
	
	
	


Unusual Observations
	Obs.
	C1
	C2
	Fit
	Stdev.Fit
	Residual
	St.Resid

	10
	10.0
	1.8000
	1.0535
	0.0824
	0.7465
	2.09R


R denotes an obs. With a large st. resid.
c.

	Fit
	Stdev.Fit
	95% C.I.   
	95% P.I.   

	1.6887
	0.1833
	(  1.3036, 2.0738)
	(  0.8261, 2.5514)


10.

	Year
	Quarter
	
	Moving Total
	Centered MVA
	S*I *100

	5
	1
	0.6
	
	
	

	5
	2
	0.4
	
	
	

	5
	3
	0.3
	1.9
	0.5125
	58.53658

	5
	4
	0.6
	2.2
	0.575
	104.3478

	4
	1
	0.9
	2.4
	0.625
	144

	4
	2
	0.6
	2.6
	0.675
	88.88888

	4
	3
	0.5
	2.8
	0.7875
	63.49206

	4
	4
	0.8
	3.5
	1.025
	78.04878

	3
	1
	1.6
	4.7
	1.3375
	119.6261

	3
	2
	1.8
	6
	1.6
	112.5

	3
	3
	1.8
	6.8
	1.6625
	108.2706

	3
	4
	1.6
	6.5
	1.5375
	104.0650

	2
	1
	1.3
	5.8
	1.35
	96.29629

	2
	2
	1.1
	5
	1.2125
	90.72164

	2
	3
	1
	4.7
	1.2
	83.33333

	2
	4
	1.3
	4.9
	1.25
	104

	1
	1
	1.5
	5.1
	1.2875
	116.5048

	1
	2
	1.3
	5.2
	1.325
	98.11320

	1
	3
	1.1
	5.4
	
	

	1
	4
	1.5
	
	
	


	Quarter
	
	
	
	
	Median
	S. Index

	1st
	144.0000
	119.6262
	96.2963
	116.5049
	118.0655
	121.1151

	2nd
	88.8889
	112.5000
	90.7216
	98.1132
	94.4174
	96.8562

	3rd
	58.5366
	63.4921
	108.2707
	83.3333
	73.4127
	75.3089

	4th
	104.3478
	78.0488
	104.0650
	104.0000
	104.0325
	106.7197

	
	
	
	
	sum
	389.9282
	


11.


	Year
	Quarter
	
	Moving Total
	Centered MVA
	S*I*100

	5
	1
	7
	
	
	

	5
	2
	5
	
	
	

	5
	3
	4
	22
	5.5
	72.72727

	5
	4
	6
	22
	5.75
	104.3478

	4
	1
	7
	24
	6.125
	114.2857

	4
	2
	7
	25
	6.375
	109.8039

	4
	3
	5
	26
	7
	71.42857

	4
	4
	7
	30
	7.875
	88.88888

	3
	1
	11
	33
	8.375
	131.3432

	3
	2
	10
	34
	8.75
	114.2857

	3
	3
	6
	36
	10.375
	57.83132

	3
	4
	9
	47
	11.875
	75.78947

	2
	1
	22
	48
	12.125
	181.4432

	2
	2
	11
	49
	12.375
	88.88888

	2
	3
	7
	50
	10.5
	66.66666

	2
	4
	10
	34
	7.375
	135.5932

	1
	1
	6
	25
	6.5
	92.30769

	1
	2
	2
	27
	7
	28.57142

	1
	3
	9
	29
	
	

	1
	4
	12
	
	
	


	Quarter
	
	
	
	
	Median
	S. Index

	1st
	114.2857
	131.3432
	181.4432
	92.30769
	122.8145
	126.6694

	2nd
	109.8039
	114.2857
	88.88888
	28.57142
	99.3464
	102.4647

	3rd
	72.72727
	71.42857
	57.83132
	66.66666
	69.0476
	71.2149

	4th
	104.3478
	88.88888
	75.78947
	135.5932
	96.6183
	99.6516

	
	
	
	
	sum
	387.8268
	


12.
$135,478/1.04 = 130,267


$130,267 × 12 = 1,563,207
13.
Seasonally adjusted


1st

7148


2nd

8425


3rd

6254


4th 

6213


The 1st and 4th quarters are the busy time More staffs should be arranged on those quarters.
14.
Time series data are from a quantifiable or qualitative event that are recorded over time.  This type of data may be analyzed for forecasting the future values of the data. Some examples include the daily value of the S&P 500 stock index, the annual end-of-year inventory level of the U.S. Auto Industry, and the annual percentage of the U.S.A. population which is aged 65 and older.
15.
A seasonal factor refers to changes in an index because of the time of year, i.e. a specific quarter, a specific month, or a specific day of the week. Strong seasonal factors contribute to the interdependence of a time series. Examples include the “day of week” trading effect on stock rate of returns, and the strong seasonal sales of winter sports equipment such as skis.
16.   Special techniques are needed for time series analysis mainly because the time series data are not independent of each other. Most statistical methods discussed in this textbook assume that the data are randomly samples. In the case of time series data, a piece of sample is often affected by the value that precedes it.
17.
Business cycle refers to the cyclical behavior of the economy, especially the alternation of booms and recessions. An enterprise needs to predict the ups and downs of the economy   in order to formulate its production plan in advance.
18.
Trend refers to a tendency to either grow or decline fairly steadily over time. Seasonality refers to fluctuations at specific calendar periods during each year. The cyclical component refers to long-term oscillatory patterns unrelated to seasonal behavior. The irregular component refers to the variations caused by an unexpected event.
19.
The seasonal factor is easier to identify while the cyclical effect can be very difficult to identify. Sometimes the cycle will not be completed in a short time and, therefore, requires many years of data.
20.
a.  trend, cycle, seasonal and irregular


b.  seasonal and irregular


c.  cycle and irregular


d.  seasonal and irregular
21.
advantage:  simple


disadvantage:  not theoretical reason for advocating the moving average method
22.
advantage:  simple, sometimes (especially in the short run) the trend is a linear one.


disadvantage:  linear trend may not be appropriate for the data
23.
advantage:  more flexible than the linear trend


disadvantage:  the choice of the nonlinear function can be very arbitrary
24.
Exponential smoothing is a technique which uses a smoothing constant to explicitly calculate forecasts based on past and current values. Advantage: explicit forecasts are generated using past and present data. Disadvantage: this is an ad-hoc method; no theoretical reason for using one smoothing constant over another.
25.
An autoregressive process regresses a time series on some combination of its past values to derive a forecasting equation. Advantage: shows the explicit correlations between observations of the time series. Disadvantage: again, this is an ad-hoc method; no theoretical reason for using a first-order, second-order, or higher-order model. The data fit determines the best model.  
26.
The X-11 model, designed by the U.S. Bureau of the Census, is an improved method of analyzing the four components of a time series. It is used by government and business forecasters to decompose these components. It first decomposes the time series data into 4 components and then uses the recategorized data to construct a seasonally adjusted series.
27.
I would try to obtain the death and birth rates and migration data. Forecast these numbers separately then put them back together to obtain the estimate for population.
28.
a.  some kind of cyclical factor


b.  trend and cycle factors


c.  cyclical factors
29.
trend and irregular -- I would use exponential smoothing with trend.
30.
trend, seasonal and irregular -- Use Holt-Winters exponential smoothing method.
31.
trend and irregular factors -- Use some nonlinear model to fit the trend.
32.
 If the college admits mostly local students, I would obtain numbers of the potential future students, namely, today's high school students in the local areas. I would build a regression model relating freshman class size to the number of high school sophomores or seniors.
33.
a.  
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b.  
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34.
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35.
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The return on T-bills declines from second quarter of 2002 to the second quarter of 2004. Then it started increasing from around 0.1% to 0.4% in the second quarter of 2006. It is hard to detect any obvious systematic component.
36.
Forecast of January 1988
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	Date
	Rf
	3M-MA

	Jan-02
	0.001375
	 

	Feb-02
	0.001425
	 

	Mar-02
	0.001467
	0.001422

	Apr-02
	0.001408
	0.001433

	May-02
	0.001425
	0.001433

	Jun-02
	0.001408
	0.001414

	Jul-02
	0.001408
	0.001414

	Aug-02
	0.001383
	0.0014

	Sep-02
	0.001375
	0.001389

	Oct-02
	0.001333
	0.001364

	Nov-02
	0.001033
	0.001247

	Dec-02
	0.000983
	0.001117

	Jan-03
	0.000958
	0.000992

	Feb-03
	0.000983
	0.000975

	Mar-03
	0.000967
	0.000969

	Apr-03
	0.00095
	0.000967

	May-03
	0.000883
	0.000933

	Jun-03
	0.0008
	0.000878

	Jul-03
	0.000733
	0.000806

	Aug-03
	0.000775
	0.000769

	Sep-03
	0.000742
	0.00075

	Oct-03
	0.000742
	0.000753

	Nov-03
	0.000767
	0.00075

	Dec-03
	0.000725
	0.000744

	Jan-04
	0.000692
	0.000728

	Feb-04
	0.00075
	0.000722

	Mar-04
	0.000792
	0.000744

	Apr-04
	0.000742
	0.000761

	May-04
	0.000742
	0.000758

	Jun-04
	0.00085
	0.000778

	Jul-04
	0.000967
	0.000853

	Aug-04
	0.001125
	0.000981

	Sep-04
	0.001267
	0.001119

	Oct-04
	0.001333
	0.001242

	Nov-04
	0.001567
	0.001389

	Dec-04
	0.0016
	0.0015

	Jan-05
	0.001658
	0.001608

	Feb-05
	0.001933
	0.001731

	Mar-05
	0.002167
	0.001919

	Apr-05
	0.002158
	0.002086

	May-05
	0.002158
	0.002161

	Jun-05
	0.002317
	0.002211

	Jul-05
	0.002533
	0.002336

	Aug-05
	0.002733
	0.002528

	Sep-05
	0.002633
	0.002633

	Oct-05
	0.002867
	0.002744

	Nov-05
	0.0032
	0.0029

	Dec-05
	0.003008
	0.003025

	Jan-06
	0.003358
	0.003189

	Feb-06
	0.003592
	0.003319

	Mar-06
	0.003725
	0.003558

	Apr-06
	0.003767
	0.003694

	May-06
	0.003842
	0.003778

	Jun-06
	0.00385
	0.003819

	Jul-06
	0.004
	0.003897

	Aug-06
	0.004233
	0.004028

	Sep-06
	0.0039
	0.004044

	Oct-06
	0.004067
	0.004067

	Nov-06
	0.004275
	0.004081

	Dec-06
	0.003983
	0.004108


37.

A regression of AR(1) model yields:
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38. 
Using the data from January 2002 to December 2004, we have the following regression models for the AR(1) model:
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The 3 month moving average forecast a T-Bill rate for January 2005 of 0.0015. Since the actual T-Bill rate is 0.00166, the AR(1) model gives better forecast.
39.    
Using the data from January 2002 to December 2004, we have the following regression models for the AR(1) model for S&P 500 index return:
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The 3 month moving average forecast a S&P 500 index return for January 2005 of 0.0153. Since the actual S&P 500 index return is -0.0253, the AR(1) model gives better forecast.
40.    
Using the data from January 2002 to December 2004, we have the following regression models for the AR(1) model for JNJ return:
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The 3 month moving average forecast a JNJ return for January 2005 of 0.042. Since the actual JNJ return is 0.0202, the AR(1) model gives better forecast.
41.   
Using the data from January 2002 to December 2004, we have the following regression models for the AR(1) model for MRK return:
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The 3 month moving average forecast a MRK return for January 2005 of 0.0014. Since the actual MRK return is -0.1273, the AR(1) model gives better forecast.
42.
Using the data from January 2002 to December 2004, we have the following regression models for the AR(1) model for PG return:
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The 3 month moving average forecast a PG return for January 2005 of 0.0084. Since the actual PG return is -0.0291, the AR(1) model gives better forecast.
43.
AR(1) model seems to outperformed the 3-month moving average method in forecasting future period return for these stocks. In all cases, the AR(1) model produces smaller mean absolute relative prediction errors.

44.
Take log on both sides of the function.

          log Dt = log Do + t log (1 + g)
45.
Estimate the above equation using least squares method.


log Dt = 0.2232 + 0.0496 t

	 t
	Dt

	 6
	1.687

	 7
	1.774

	 8
	1.865

	 9
	1.96

	10
	2.061


46.
Linear regression     Dt = 1.244 + 0.07t
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47.
Plot the EPS against year. We may find a linear trend in the EPS. So a linear regression is probably the best method of fitting the data.

                    EPS = 3.275 + 0.379 time

	Forecasts for Years 6 to 10

	Time
	EPS

	6
	5.549

	7
	5.928

	8
	6.307

	9
	6.686

	10
	7.065


48.
The time factor is not intended to "explain" the causality. It is intended to catch a linear trend movement along time.
49.
We may use the exponential model.




Salest = Saleso (1 + g)t

Take natural log on both sides



log (sales)t = log saleso + t log (1 + g)


a regression of log(sales)t against time will yield 



    log(sales)t = 14.04 + 0.0497 t


Now we may solve log(1 + g) = 0.0497 for g = 0.05.


The sales at year 10 are


log(sales)t = 14.04 + 0.0497(10) = 14.54


Therefore, sales = 2,057,495.
50.
When the sales increased at a steady rate, then the best model for predicting the sales is an exponential model.
51.

	Year
	EPS

	1997
	1.235

	1998
	1.135

	1999
	1.5

	2000
	1.65

	2001
	1.87

	2002
	2.2

	2003
	2.42

	2004
	2.87

	2005
	3.38

	2006
	3.76


	Regression Statistics
	
	
	

	Multiple R
	0.977
	
	
	

	R Square
	0.955
	
	
	

	Adjusted R Square
	0.949
	
	
	

	Standard Error
	0.203
	
	
	

	Observations
	10
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.6043
	0.1385
	4.3647
	0.0024

	T
	0.2905
	0.0223
	13.0177
	0.0000


A trend regression will generate: EPS = 0.6043 + 0.2905t.
52.
a.  irregular


b.  trend or cyclical


c.  seasonal


d.  irregular


e.  trend
53. a.
	Year
	Sales

	2000
	3.2

	2001
	4.5

	2002
	3.9

	2003
	4.2

	2004
	4.8

	2005
	5.1

	2006
	5.6
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     b.  
	Regression Statistics
	
	
	

	Multiple R
	0.9023
	
	
	

	R Square
	0.8141
	
	
	

	Adjusted R Square
	0.7769
	
	
	

	Standard Error
	0.3756
	
	
	

	Observations
	7
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	3.1429
	0.3174
	9.9008
	0.0002

	T
	0.3321
	0.0710
	4.6793
	0.0054


      y = 3.1429+ 0.3321 · t
54.
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	MTB  >
	SET  C1

	DATA >
	1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25

	DATA >
	END

	MTB  >
	SET  C2

	DATA >
	2257.8  2359.1  2421.5  2485.2  2569.6  2606.2  2607.6  2674.4  2760.8

	DATA >
	2783.4  2699.9  2753.7  2836.9  2961.9  3027.2  3060.4  3089.9  3092.7

	DATA >
	3165.1  3329.3  3414.1  3489.9  3581.6  3659.5  3709.8

	DATA >
	END

	MTB  >
	PLOT  C2  C1
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55.
Forecast of 1990 and 1991 = 3650.3.

	Year
	Income
	3-year  MA

	1965
	2257.800
	

	1966
	2359.100
	2346.133

	1967
	2421.5
	2421.933

	1968
	2485.199
	2492.100

	1969
	2569.600
	2553.666

	1970
	2606.199
	2594.466

	1971
	2607.600
	2629.399

	1972
	2674.399
	2680.933

	1973
	2760.800
	2739.533

	1974
	2783.399
	2748.033

	1975
	2699.899
	2745.666

	1976
	2753.699
	2763.499

	1977
	2836.899
	2850.833

	1978
	2961.899
	2941.999

	1979
	3027.199
	3016.499

	1980
	3060.399
	3059.166

	1981
	3089.899
	3080.999

	1982
	3092.699
	3115.899

	1983
	3165.100
	3195.700

	1984
	3329.300
	3302.833

	1985
	3414.100
	3411.100

	1986
	3489.899
	3495.200

	1987
	3581.600
	3577

	1988
	3659.5
	3650.300

	1989
	3709.800
	


56.
y = 2209.539 + 55.874 t


for 1990    y = 2209.539 + 55.874 (26) = 3662.263


   1991    y = 2209.539 + 55.874 (27) = 3718.137
	MTB   >
	REGRESS  C2  1  C1;

	SUBC  >
	PREDICT  26;

	SUBC  >
	PREDICT  27.


      The regression equation is 
      C2 = 2210 + 55.9 C1
	Predictor
	Coef
	Stdev
	t-ratio
	P

	Constant
	2209.54
	30.83
	71.67
	0.000

	C1
	55.874
	2.074
	26.94
	0.000


      s = 74.77    R-sq = 96.9%   R-sq(adj) = 96.8%
      Analysis of Variance
	SOURCE
	DF
	SS
	MS
	F
	P

	Regression
	1
	4058464
	4058464
	725.90
	0.000

	Error
	23
	128591
	5591
	
	

	Total
	24
	4187055
	
	
	


	Fit
	Stdev.Fit
	95%  C.I.
	95%  P.I.

	3662.3
	30.8
	( 3598.5, 3726.1)
	( 3494.9, 3829.6)

	3718.1
	32.7
	( 3650.6, 3785.7)
	( 3549.3, 3887.0)


57.
In order to use the AR(1) model correctly, we need to make sure that the data is stationary.  An easy way to do that is taking first difference of the data.





yt = 41.5 + 0.28 yt-1

where yt = the first difference of the original data
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For 1990:  3709.8 + 55.584 = 3765.384


For 1991:  3765.384 + 55.584 = 3820.968
58.
The forecast in question 54 is too low compared with the other forecasts. This is because the moving average method does not deal with the increasing trend.
59. 
There is a trend factor for sure, a cyclical factor is possible.
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60.
The forecast of 1990 is 113586.7.

	Year

	Employ

	Moving 
Total
	Centered 
4-year MA
	4-year MA

	1970
	78678
	
	
	

	1971
	79367
	
	
	

	1972
	82153
	325262
	82330.0
	81315.5

	1973
	85064
	333378
	84154.4
	83344.5

	1974
	86794
	339857
	85789.1
	84964.3

	1975
	85846
	346456
	87483.1
	86614.0

	1976
	88752
	353409
	89509.0
	88352.3

	1977
	92017
	362663
	92288.0
	90665.8

	1978
	96048
	375641
	95229.1
	93910.3

	1979
	98824
	386192
	97595.5
	96548.0

	1980
	99303
	394572
	99077.8
	98643.0

	1981
	100397
	398050
	99763.8
	99512.5

	1982
	99526
	400060
	100727.8
	100015.0

	1983
	100834
	405762
	102284.6
	101440.5

	1984
	105005
	412515
	104387.6
	103128.8

	1985
	107150
	422586
	107097.3
	105646.5

	1986
	109597
	434192
	109793.4
	108548.0

	1987
	112440
	444155
	112312.8
	111038.8

	1988
	114968
	454347
	
	113586.8

	1989
	117342
	
	
	


61.
y = 78111.97 + 1988.766 t


y = employment


t = time

	Time
	Forecast

	1990
	117892

	1991
	119881

	1992
	121870


62.
We take first difference on the original data. Then, we run regression of AR(1) to obtain
yt = 1699 + 0.204 yt-1, where yt is the first order difference of the employment data.
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	Time
	Forecast

	1990
	117342 + 2183 = 200424

	1991
	200424 + 2144 = 202568

	1992
	202568 + 2136 = 204704


63.
The regression results of the AR(1) model as shown below indicate that the AR(1) model is not very successful in explaining the U.S. employment data. For instance, the t-statistic of the x coefficient is not significantly different from 0.

	Regression Output:
	

	Constant
	1699.063

	Std Err of Y Est
	1447.691

	R Squared
	0.043068

	No. of Observations
	18

	Degrees of Freedom
	16

	
	

	X Coefficient(s)      0.203688
	

	Std Err of Coef.       0.238473
	


64.
The best method should be the linear trend model. Clearly, there is a trend in the data.  When there is a trend, the moving average method is not appropriate. The AR(1) model does not have much success as explained in the above question.
65.
The linear model may not be as good an approximation as an exponential smoothing model.
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66. 
Comparing the regression reports of the linear trend regression for the U.S. data and the New Jersey data, we found the New Jersey data fluctuated a little bit more than the U.S. data. (R2 is lower for the N.J. data.)

	Regression Output:
	

	Constant
	2764.571

	Std Err of Y Est
	77.25635

	R Squared
	0.950731

	No. of Observations
	20

	Degrees of Freedom
	18

	
	

	X Coefficient(s)      55.83458
	

	Std Err of Coef.       2.995873
	



It may be more difficult to forecast New Jersey's employment.

67.
New Jersey employment data seem to fluctuate more than U.S. employment data; however, one must be careful because the units are different. There is an obvious long-term trend. It is difficult to identify other factors.
68.


	Year
	US Labor
	5-year MA
	NJ Labor
	5-year MA

	1970
	82771
	
	2996
	

	1971
	84382
	
	3012
	

	1972
	87034
	
	3117
	

	1973
	89429
	87113.0
	3190
	3108.2

	1974
	91949
	89313.8
	3226
	3161.8

	1975
	93775
	91669.0
	3264
	3223.0

	1976
	96158
	94064.0
	3318
	3276.2

	1977
	99009
	96628.4
	3383
	3329.6

	1978
	102251
	99231.0
	3457
	3398.4

	1979
	104962
	101864.0
	3570
	3464.4

	1980
	106940
	104366.4
	3594
	3519.4

	1981
	108670
	106605.4
	3593
	3569.2

	1982
	110204
	108465.2
	3632
	3612.4

	1983
	111550
	110181.6
	3673
	3663.4

	1984
	113544
	111885.8
	3825
	3712.4

	1985
	115461
	113718.6
	3839
	3775.4

	1986
	117834
	115650.8
	3908
	3842.2

	1987
	119865
	117674.6
	3966
	3902.6

	1988
	121669
	119739.6
	3975
	3935.4

	1989
	123869
	
	3989
	


69.
The linear regressions of U.S. and NJ data:

	U.S.
	NJ

	Regression Output:
	
	Regression Output:
	

	Constant
	83366.45
	Constant
	3003.057

	Std Err of Y Est
	970.8283
	Std Err of Y Est
	34.48986

	R Squared
	0.994655
	R Squared
	0.989499

	No. of Observations
	20
	No. of Observations
	20

	Degrees of Freedom
	18
	Degrees of Freedom
	18

	
	
	
	

	X Coefficient(s)     2178.93
	
	X Coefficient(s)  55.08345
	

	Std Err of Coef.     37.64711
	
	Std Err of Coef.   1.337459
	



y = 83366 + 2179 t



y = 3003 + 55 t

	Time
	U.S.
	NJ

	1990
	126946
	4103

	1991
	129125
	4158

	1992
	131304
	4213


70.
The model for forecast is ln y = a + b t

	U.S.
	NJ

	Regression Output:
	
	Regression Output:
	

	Constant
	11.34333
	Constant
	8.014311

	Std Err of Y Est
	0.015442
	Std Err of Y Est
	0.011535

	R Squared
	0.985914
	R Squared
	0.985675

	No. of Observations
	20
	No. of Observations
	20

	Degrees of Freedom
	18
	Degrees of Freedom
	18

	
	
	
	

	X Coefficient(s)    0.021255
	
	X Coefficient(s)  0.015742
	

	Std Err of Coef.     0.000598
	
	Std Err of Coef.   0.000447
	



ln y = 11.34 + 0.021 t


ln y = 8.01 + 0.016 t
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	Time
	U.S.
	NJ

	1990
	128027
	4146

	1991
	130744
	4213

	1992
	133519
	4281


71.
The growth rate for the U.S. labor force is 2.1%. The growth rate for the NJ labor force is 1.6%.


The exponential growth model gives a faster increase in the forecasting.

72.
The data generated will follow a random walk process. That means the data exhibit no meaningful pattern.
73.
No, none of the methods covered in this text can help you predict this time series.
74.
The best forecast is the value at previous period 50.
75.
Yes, we may find a cycle pattern (or we may call it seasonal factor).
76.
The best forecast for the time series is the value generated in the last period. If the value to be forecasted is a 4th coin toss, then add 0.25 to the value generated one period before.
77.

From equation (24.24) in the text,
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We know that the estimated sales in the first quarter of 2007 is:
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And the prediction error of the first quarter 2007 sales from the AR(1) model is:
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Moreover, from equation (24.25) in the text,
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We know that the estimated sales in the first quarter of 2007 is:
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And the prediction error of the first quarter 2007 sales from the AR(2) model is:
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Finally, from equation (24.26) in the text,
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We know that the estimated sales in the first quarter of 2007 is:
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And the prediction error of the first quarter 2007 sales from the AR(2) model is:
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