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ABSTRACT

In this study we examine whether corporate governance influences a firm’s innovative success and, if so, how this association is moderated by the life cycle stage of the firm. Innovative success is a broad term and is difficult to measure. Based on Manfield (1981) we trichotomize “innovative success” into three components, namely, technical (measured by number of patents received), commercial (measured by sales growth) and economic success (measured by Tobin’s Q) (Manfield 1981).  We use a sample of electronic firms in Taiwan which invested in research and development covering the years 2001 to 2009.  We find that higher levels of corporate governance have a significant effect on two components of innovative success, namely, patent productivity and a firm’s value but not on commercial success as measured by sales growth.  We also find that the influence of corporate governance on the three components of innovative activity is most pronounced when the firm is in the mature stage of its respective life cycle and least pronounced when the firm is in the growth stage. Our study adds to the discussion on the importance of corporate governance by showing that while it has a positive influence on innovative activity, its impact is contingent on the stage of the firm in its respective life cycle.

Keywords:  Corporate governance, innovation, life cycle analysis.

THE INFLUENCE OF CORPORATE GOVERNANCE ON INNOVATIVE SUCCESS: A LIFE CYCLE ANALYSIS
1.0
Introduction

In this study we have two objectives. First, we add to the research on the influence of corporate governance by examining the impact of corporate governance on the innovative success of a firm.  Second, we examine if this association is influenced by the stage of the firm in its respective life cycle. Our study straddles two key areas: research involving the consequences and beneficial influence of corporate governance, and research examining how life cycle stage influences various dimensions of a firm’s activity and performance. In the first category, the general conclusions from the research are that corporate governance, especially higher levels of governance (1) has a positive impact on firm performance, (2) reduces the proclivity of managers to engage in earnings manipulation and (3) positively influences stock prices.  In the second category, involving life cycle analysis, research shows that the stage of a firm in its life cycle influences the firm’s structure with respect to overall firm performance.  For instance, Anandarajan, Chiang and Lee (2010) focused on examining how the R&D tax credit influences a firm’s operating performance and the influence of the stage of the firm’s life cycle on this association. They concluded that the association of R&D tax credit on operating performance is definitely moderated by the life of the firm in its respective life cycle.  In particular, they found that the R&D tax credit was most beneficial to firms that are in the stagnant or declining stage of their respective life cycle and least beneficial to firms in the growth stage. 

In this study we examine how “innovative success” is influenced by the level of corporate governance and whether the stage of the firm in its respective life cycle affects the association between innovative success and corporate governance.  Based on Manfield (1981) we break down innovative success into three components, namely, technical success (as measured by an average number of patents received), commercial success (measured by a sales growth ratio) and economic success (measured by the Tobin’s Q ratio).  Overall, our results indicate that corporate governance positively influences technical success and economic success but does not significantly impact commercial success.  That is, higher corporate governance has a positive impact on patent productivity and a firm’s values.  However, it does not influence sales growth.  In essence the results indicate that while corporate governance per se does not appear to be associated with sales growth, it is positively associated with innovation and this information is appreciated by investors and incorporated in stock price.  We also find that the stage of the firm in its respective life cycle does moderate this association.  In particular, the influence of corporate governance on “innovative” success is most beneficial in the maturity stage and least influential when the firm is in the growth stage.  Overall, our findings can assist managers understand how corporate governance can best help them get the most out of their innovative efforts taking the firm’s life cycle stage into consideration. 

Recent published studies evidence that corporate governance in the form of greater board independence has a positive effect on the innovative activity of a firm (Brown and Caylor 2006; Tylecote and Ramirez 2006) and firm performance (Bauer et al. 2008; Sueyoshi et al. 2009).  Our study extends this line of literature.  We add to the literature by demonstrating that these associations are not uniform and are contingent on a firm’s respective stage in its life cycle.

The remainder of this paper proceeds as follows.  The next section contains a review of the related literature and introduces the study’s hypothesis.  Section 3 presents the research method, while section 4 presents the results and data analyses.  The final section discusses the study’s major findings, limitations and implications for practice, and also makes recommendations for future research.

2. Prior Literature and Hypotheses Development

2.1
Corporate governance and firm performance

The research literature is replete with studies that have focused on the influence of corporate governance and whether, and in what areas, corporate governance plays a role contributing to the overall success of a firm.  In particular, the findings are as follows.  First researchers sought to examine whether corporate governance reduces the proclivity of managers to manipulate earnings. The general conclusions are that corporate governance dampens propensity by managers to manipulate earnings (Duh, Lee and Lin 2009; Peasnell et al. 2005; Klein 2002; Beasley 1996; Agrawal and Knoeber 1996). Second, researchers sought to examine whether higher levels of corporate governance positively influenced stock holders’ perceptions of a firm and hence firm value.  The general conclusion is that higher level of corporate governance does have a positive influence on firm value. (Lins, 2003; Yeh, Lee and Woidtke, 2001; Core, Haulthausen and Larcker, 1999).  However, we add to the literature by also demonstrating that these associations are not uniform and are contingent on a firm’s respective stage in its life cycle.  The relevant literature here will be discussed next.
2.2
The life cycle stages of firms

Auzair and Langfield-Smith (2005) point out that the life cycle stage has not been linked to most of the management control dimensions. Since life cycle does impact various aspects of management control dimensions, they note that this is an important area to consider in management accounting research.  In addition, prior research also examined the relationship between each life cycle stage of a firm and its moderating effects on various aspects of a firm’s structure and performance (Kallunki and Silvola, 2008; Miller and Friesen, 1984, Davila, 2005; Anandarajan, Chiang and Lee, 2010; Anandarajan, Chin, Chi and Lee, 2007).  

Miller and Friesen (1984) in one of the seminal papers in this area suggest that the characteristics of a firm could change based on the stage of the firm in its respective life cycle.  Miller and Friesen characterize the stages of a firm as firstly birth and growth, secondly maturity and finally, a stagnant stage. In the growth stage firms are characterized by rapid growth and technological innovation.  The firm during this stage has rapid sales growth and the strategy is oriented toward broadening of products and markets and innovation in product lines.  In the maturity stage, Kallunki and Silvola (2008) and Miller and Friesen (1984) note that sales levels stabilize and the level of innovation falls.  Kallunki and Silvola note that the firm can then subsequently drift into the stagnant stage, or alternatively enter a revival stage and then drift into a stagnant stage.  In the stagnant stage the firm is characterized by low sales growth.  In addition, Granlund and Taipaleemaki (2005) also examined the two way relationship between life cycle stage and management control developments.  They conclude that management control development is affected by the stage of the firm’s life cycle.

In general we know that there is a high level of uncertainty characterizing innovative activities.  Further there is asymmetric information between shareholders and managers.  How does corporate governance factor in here? Corporate governance reduces agency problems and aligns the interests of managers and shareholders.  Hence we theorize that it should be particularly relevant to contributing to overall success of innovative activities which otherwise could be encumbered by suboptimal behavior on the part of managers.  Jensen (1993) argued that poor internal controls (internal controls being a component of corporate governance as we know it today) is the reason for firms’ innovative activities not increasing overall firm value.  Absent strong controls, in whatever form, managers, according to Jensen, can make suboptimal investment decisions in order to maximize their own utility at shareholders’ expense.  

The life cycle literature breaks down the life of a firm into distinct stages. The general theory is that the incentive for innovative activity is strongest in the growth stage, lower in the maturity stage and lowest in the stagnant stage (see Anandarajan, Chiang and Lee, 2010).  Anandarajan et al. (2010) in particular examined how the association of the R&D tax credit with operating performance was influenced by the stage of the firm in its respective life cycle. They found that the association was indeed contingent on the stage of the firm in its respective life cycle; the association being weakest when the firm was in a growth stage and strongest in the mature stage. Based on the theory espoused in Anandarajan et al. (2010) we postulate that the relationship between corporate governance and innovative success will be contingent on the life cycle of the firm.  Hence, our hypotheses are stated as follows: 

H1: The relationship between corporate governance and a firm’s technical success will be moderated by the stage of a firm in its respective life cycle
H2: In the presence of technical success, the relationship between corporate governance and a firm’s commercial success will be moderated by the stage of a firm in its respective life cycle.
H3: In the presence of commercial success, the relationship between corporate governance and a firm’s economic success will be moderated by the stage of a firm in its respective life cycle.
3.
Research method

3.1
Sample selection

Our sample comprised electronics firms listed on the Taiwan Stock Exchange or Taiwan’s Over-the-Counter market with firms that had R&D investments and patent receipts covering the period 2001 to 2009.  Our sample consisted of 4,416 firm year observations that were identified as having technical success (based on patents received).  Mansfield (1981) noted that technical success is mediated by commercial success. We elicited firms that were commercially successful from our “technically successful” sample. Out of the 4,416 firm year observations, 2,039 firm year observations were identified as being “commercially successful”.  Finally, we had 1,496 observations out of the 2,039 firm-year observations having economic success as represented by positive sales growth. 
3.2
Definition of the dependent and experiment variables
3.2.1
Dependent variables

Our overall dependent variable is innovative success. Innovative success, however, is a difficult construct to measure.  Mansfield (1981) has noted that overall success of innovative activity is contingent on what he describes as three mediating measures. These mediating measures comprise commercial success, which is contingent on economic success which, in turn, is contingent on technical success.  These are elaborated on below.

Dependent variable measuring technical success

This dependent variable in our study measures the ability of a firm to convert investments in R&D into successful products.  We use patent counts as our measures of innovation. In particular, we use the natural logarithm of number of patents received to avoid skewness.  Patent counts have long been used as an indicator of a firm’s technological capability (e.g., Francis and Smith 1995).  A growing number of studies argue that the more patents a firm possesses, the more intensive the firm’s innovative activities (Acs, Anselin and Varga 2001; Frame and Narin 1990; Patel and Pavitt 1987).  As a robust check we also use the natural logarithm of average number of patents received over the current and prior two years as another measure of a firm’s ability to convert R&D to successful products.

Dependent variable measuring commercial success

Commercial success is measured by the sales growth ratio.  We measure sales growth as the percentage change in net sales from the prior year.

Dependent variable measuring economic success

We use Tobin’s Q as a measure of economic success.  Prior research explains that Tobin’s Q can be used to measure the market value of innovation (Anandarajan et al. 2007).
3.2.2  Independent  variables

The independent variables used are contingent whether we were testing for technical, economic or commercial success.  These will be considered individually.

3.2.2.1 Technical success
The primary independent variable in the test of technical success is R&D expenditures (in thousands of Taiwanese dollars) invested over the current and prior two years.  The R&D expenditure is based on the three year average between the current and prior two years. We measure this as the natural logarithm of average R&D expenditure over three years.
Since Mansfield notes that commercial success is mediated by technical success. 
3.2.2.2
Commercial success

When the surrogate for commercial success was our dependent variable, we used patents granted (APAT) as primary independent variable to surrogate for technical success. The APAT is measured by average number of patents received over the current year and the prior two years.

3.2.2.3
Economic success

Since economic success is mediated by commercialization success, when economic success was the dependent variable, we surrogate patent productivity (SGP) for commercialization success.  We measure SGP as sales growth ratio divided by the natural logarithm of average number of patents that the firm received in the current year and the prior two years.
3.2.3  Life cycle descriptors 

In this study we adopt the methodology used by Anthony and Ramesh (1992) to partition our sample year-firms into three life cycle categories: growth, maturing and stagnant.  We use four variables to categorize year-firms into life cycle stages.  As suggested by Anthony and Ramesh (1992), the four classification variables are: (1) dividend payout ratio, computed as dividends divided by income before extraordinary items and discontinued operations, (2) sales growth ratio, computed as the change in sales relative to last year divided by last year sales, (3) capital expenditure ratio, computed as capital expenditure as a percentage of sales, and (4) age of the firm, computed as the life of the firm from the year of incorporation.  We then ranked firms from smallest to largest by year with respect to the dividend payout ratio, the sales growth ratio and the capital expenditure ratio and the age of firm (youngest to oldest).  
When using the dividend payout ratio those in the lowest one third are considered to be growth stage; those in the median are considered to be in the mature stage and those in the top one third are considered in the stagnant stage.  When using the sales growth ratio and capital expenditure ratio, those in the top one third are considered to be in the growth stage, those in the median category to be in the mature stage and those in the lowest are considered to be in the stagnant stage of their life cycle. Those in the growth category are given a score of 1; those in the mature category, a score of 2 and those in the stagnant category a score of 3.  The scores of all firms are summed by year and each firm is given a composite score.  The companies were classified into three stages based on the final composite score.  Since the score for each variable ranges from one to three, the composite score based on four variables ranges from four to twelve.  Firm-years with scores less than or equal to five (greater than or equal to eleven) are assigned to the Growth (Stagnant) group.  Those representing firm-years with scores six to ten are assigned to Mature group.
3.2.4
Corporate governance

We use a surrogate variable that is a composite measure representing a multitude of corporate governance mechanisms.  Larcker, Richardson and Tuna (2007) argue that there is no well-developed and universally accepted theory for selecting the relevant governance characteristics that can be viewed as all encompassing.  In this study we used a number of variables to capture corporate governance based on prior literature. These include, board size (Beasley 1996); number of independent directors (Peasnell et al. 2005; Klein 2002); number of independent supervisors (Cho and Rui 2007); number of institutional investors (Koh 2003; Bushee 1998); number of foreign institutional investors (Haat, Rahman and Mahenthiran 2008); and the difference between control rights and cash flow rights (Claessens, Djankov and Lang 2000).  These variables are measured as follows: board size (B_SIZE), measured as the total number of directors on the board;  independent directors (IND_D), an indicator variable equaling one if none of the directors is an insider of the company and holds more than one percent of the firm’s stock; independent supervisors (IND_S), an indicator variable equaling one if none of the supervisors is an insider of the company and holds more than one percent of stock;  Institutional investors’ shareholding (%INST); foreign institutional investors’ shareholding (%FORE), and the difference between control rights and cash flow rights (V−C), are computed as the percentage of voting rights minus the percentage of cash flow rights. 

In this study higher values for B_SIZE, IND_D and IND_S, %INST, %FORE, and lower values for V−C represent more effective corporate-governance mechanisms. Following Bushman et al. (2004), we first sort B_SIZE, %INST, and %FORE in ascending order and V−C in descending order before computing percentile values such that each variable can be transformed into a 0–1 scale. We then compute a composite variable (CGit) by adding up the percentile values of B_SIZE, %INST, %FORE, and V−C plus IND_D and IND_S to capture the strength of corporate governance. Hence, a high value of CGit is representative of more effective corporate-governance mechanisms. We use a dummy variable measuring 1 if a firm’s corporate governance composite score is greater than the sample median and 0 otherwise.

3.3
Research Design 

3.3.1 Test of Technical success

We ran two regression models.  Model 1 examines if and how the degree of technical success is moderated by the stage of the firm in its respective life cycle.  Model 2 more specifically tests our first hypothesis on how the association between technical success and corporate governance (if at all) is moderated by the stage of the firm in its respective life cycle.  Model 1 is shown below.
PATi,t = β0+β1DEBTi,t +β2SIZEi,t +β3RDi,t +β4RDi,t ×DUMAT 
+ β5RDi,t×DUSTA + 
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In this model, in addition to R&D expenditures (RD) and life cycle dummy variables (DUMAT and DUSTA), firm size and capital structure are included as control variables. Size is an important control variable since it can proxy for many effects.  For example, larger firms may apply for a greater number of patents and this has to be controlled for.  We measure size as the natural logarithm of total assets. Prior research (Refer Heaton 1987, Titman and Wessel 1988, Billing and Fried 1999 among others) indicates firms’ R&D investment decisions are made based on capital structure (Debt). Hence debt has to be included as a control variable. We measure Debt as the proportion of total debt to the total assets of a firm.

In model (1), β3 represents the firm’s degree of technical success at the growth stage; β3+β4 represents the firm’s degree of technical success at the stagnant stage. If β5 < β4 < 0, it will indicate that the degree of technical success will be greatest (lowest) for firms in the growth (stagnant) stage of their respective life cycle.

In model (2) which tests our second hypothesis, we include both corporate governance and life cycle dummy variables. The life cycle dummy variables, DUMAT and DUSTA are interacted with RD as two way interaction variables then jointly with DUCG as three way interaction variables.  Model 2 is shown below.
PATi,t = β0+β1DEBTi,t +β2SIZEi,t +β3RDi,t +β4RDi,t ×DUMAT

+β5RDi,t×DUSTA + β6RDi,t ×DUCG +β7RDi,t ×DUMAT×DUCG     
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In model 2 in addition to spending on R&D (RD) we also include life cycle dummy variable (DUMAT and DUSTA).  We include both corporate governance interacting with a dummy variable representing mature stage and RD in a three way interaction and corporate governance interacting with a dummy variable representing stagnant stage of the life cycle and RD in another three way interaction.

If β8 > β7 >β6 > 0, it would indicate that effective corporate governance will strengthen the degree of technical success, and the effect will be greatest (lowest) for firms in the stagnant (growth) stage of their respective life cycle.
3.3.2 Test of Commercial success

We ran the following two regression models. Model 3 shown below tests how degree of commercial success is influenced by the stage of the firm in its respective life cycle.  
SGi,t = β0+β1ROAi,t +β2AEi,t +β3APATi,t +β4APATi,t ×DUMAT 
+ β5APATi,t×DUSTA + 
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In model (3), in addition to number of patents granted, i.e., APAT (surrogating for technical success) and life cycle dummy variables (DUMAT and DUSTA) we include efficiency of operating assets and advertising expenditures as control variables.  We use return on assets (ROA) as a proxy for efficiency of operating assets. This is measured as the ratio of income before interest and taxes to total assets.  We use the natural log of advertising expenditures (AE) to measure the impact of advertising.  In model 3, if β5 < β4 < 0, it indicates that the degree of commercial success will be greatest (lowest) for firms in the growth (stagnant) stage of their respective life cycle.

Model 4 tests our second hypothesis. In model 4 shown below we include both corporate governance and life cycle dummy variables.  
SGi,t = β0+β1ROAi,t +β2AEi,t +β3APATi,t +β4APATi,t ×DUMAT

+β5APATi,t×DUSTA + β6APATi,t ×DUCG +β7APATi,t ×DUMAT×DUCG     

+β8APATi,t×DUSTA ×DUCG +
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In model (4) we include both corporate governance and life cycle dummy variables. The life cycle dummy variables, DUMAT and DUSTA are interacted with APAT as two way interaction variables then jointly with DUCG as three way interaction variables. In model (4), if β8 > β7 >β6 > 0, it would indicate that effective corporate governance will accentuate the degree of commercial success and this will be greatest (lowest) for firms in the stagnant (growth) stage.
3.3.3 Test of economic success

We ran the following two regression models. Model 5 shown below tests how the degree of economic success is influenced by the stage of the firm in its respective life cycle.
TQi,t = β0+β1ROAi,t +β2DEBTi,t +β3SGPi,t +β4SGPi,t ×DUMAT 
+ β5SGPi,t×DUSTA + 
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In model (5), in addition to patent productivity (SGP) surrogating for commercialization success and life cycle dummy variables (DUMAT and DUSTA), the efficiency of operating assets and capital structure are included as control variables. 
In model (5), if β5 < β4 < 0, it will indicate that the degree of economic success will be greatest (lowest) for firms in the growth (stagnant) stage of their respective life cycle.
Model 6 tests our third hypothesis. 
TQi,t = β0+β1ROAi,t +β2AEi,t +β3SGPi,t +β4SGPi,t ×DUMAT

+β5SGPi,t×DUSTA + β6SGPi,t ×DUCG +β7SGPi,t ×DUMAT×DUCG     

+β8SGPi,t×DUSTA ×DUCG +
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In model (6) we include both corporate governance and life cycle dummy variables. The life cycle dummy variables, DUMAT and DUSTA are interacted with SGP as two way interaction variables then jointly with DUCG as three way interaction variables.

In model (6), if β8 > β7 >β6 > 0, it indicates that effective corporate governance will strengthen the degree of economic success, and the effect will be greatest (lowest) for firms in the stagnant (growth) stage of their respective life cycle.
4.0
Discussion of Results

Descriptive statistics
The variable definitions in the current study are provided in Table 1.  Descriptive statistics are provided in Table 2.
[Insert Tables 1 and 2 here]
The average innovative success for the sampled firms is 1.027, 12.373 and 1.528 with a minimum of 0, -75.697% and 0.615 and a maximum of 7.714, 344.7 and 12.123, for technical success (PAT, measured by natural logarithm of number of patents received), commercial success (SG, measured by sales growth ratio) and economic success(TQ, measured by Tobin’s Q), respectively. The average spending on innovative effort  (measured as the natural logarithm of average R&D expenditures over the current year and the prior two years) is 18.025, with a minimum of 9.616 and a maximum of 23.577. On average, patents granted to the surrogate variable measuring technical success (APAT) is 2.067 with a minimum of 0.573 and a maximum of 8.273. The average patent productivity surrogating for commercialization success is 12.107%, with a minimum of 0.017 and a maximum of 186.353%. The average corporate-governance composite score (CG) for the sampled firms is 3.122, 3.178 and 3.219, for the technical success test, commercial success test and economic success test respectively. With respect to the control variables, the average firm size measured by the natural logarithm total assets is 21.819, with a minimum of 18.623 and a maximum of 28.212. The average capital structure measured by the ratio of total debts to total assets is 41.881% and 42.26%, with a minimum of 2.26% and 3.047% and a maximum of 162.645% and 98.272% for the sample firms representing technical success and economic success, respectively. The average return on assets is 7.117%, with a minimum of -99.953% and a maximum of 63.27% for the sample firms representing technical success and economic success. 

Test of Technical success

The results from our models testing our first hypothesis are presented in Table 3.

[Insert Table 3 here]

Panel (1) of Table 3 indicates that the coefficient of RD (β3) is significant at the one percent level. This shows that, regardless of the life cycle of a firm, the impact of R&D activity on technical success (as measured by the number of patents) is positive.  After including dummy variables to represent life cycle stages, panel (2) of Table 3 indicates that the coefficient of RD (β3) is significant at the one percent level, but the coefficient of RD×DUMAT (β4) and RD×DUSTA (β5) are insignificant. Because β5 < β4 < 0, this indicates that the impact of R&D activity on technical success (as measured by the number of patents) is greatest (lowest) for firms in the growth (stagnant) stage of their respective life cycle.
In panel (3) of Table 3, we include both corporate governance and life cycle dummy variables.  The coefficient of RD (β3) is significant at the one percent level, but the coefficient of RD×DUMAT (β4) and RD×DUSTA (β5) are significant at the five and ten percent level, respectively and we note that β5 < β4 < 0.  We also note that the coefficients of RD×DUGC (β6), RD×DUMAT×DUGC (β7) and RD×DUSTA×DUGC (β8) are all positive and significant at the five percent level. This means that for firms with high corporate governance, R&D investments have greater impact on technical success as measured by the number of patents relative to firms with lower corporate governance.  We also note that the coefficients of RD×DUMAT×DUGC (β7) is greater than the coefficients of RD×DUSTA×DUGC (β8), This implies that among high corporate governance firms, R&D investments has the greatest impact on technical success for firms in the  mature stage of their respective life cycles relative to firms in the growth and stagnant stages.  Overall we conclude that, in the presence of strong corporate governance, investment in R&D has most impact on technical success for firms in the mature stage and least impact for firms in the growth stage.  This finding supports our first hypothesis with respect to technical success.  

Test of commercial success

Given technical success, we included only those firms receiving patents, i.e., APAT>0, in the sample and ran regression models (3) and (4).  The dependent variable in both regression models, namely the sales growth ratio (SGi,t) is the same. The model (3) includes average patents granted (APAT) and two other control variables that could account for sales growth, namely, a performance ratio, return on assets (ROA) and level of advertising expenditure (AEi,t), as well as two dummy variables representing years and industries.  Model (4) includes the interaction of average patents granted (APAT) and corporate government dummy (DUGG) in addition to other variables same as the model (3).  The results are shown in table 4. 

[Insert Table 4 here]
Panel (1) of Table 4 indicates that the coefficient of APAT (β3) is significant at the five percent level. This shows that, regardless of the life cycle of a firm, the impact of patenting activity on commercial success (as measured by sales growth) is significantly positive.  After including dummy variables to represent life cycle stages, panel (2) of Table 4 indicates that the coefficient of APAT (β3) is significant at the one percent level. The coefficient of APAT×DUMAT (β4) and APAT×DUSTA (β5) are significantly negative.   This result indicates that commercial success is greatest at the growth stage of a firm’s life cycle.  Since β5 < β4 < 0, this indicates that the impact of patenting activity on commercial success (as measured by sales growth) is greatest (lowest) for firms in the growth (stagnant) stage of their respective life cycle.
In the panel (3) of Table 4, we include both corporate governance and life cycle dummy variables.  The panel (3) of Table 4 indicates the coefficient of APAT×DUCG (β6), APAT×DUMAT×DUCG (β7) and APAT×DUSTA×DUCG (β8) are not significant. There is no evidence to show that corporate governance influences sales growth irrespective of the stage of the firm in a firm’s life cycle.  We conclude that the quality of corporate governance does not impact sales growth irrespective of the stage of the firm in its respective life cycle. Hence this finding does not support our second hypothesis (H2).
Test of Economic Success

We included those firms receiving patents with positive sales growth only (given commercial success) and ran regression models (5) and (6).  The dependent variable for the two regression models is Tobin’s Q. In model (5), we include a variable representing patent productivity, SGP (SGP, is a sales growth ratio divided by the natural logarithm of average number of patents in the current year and the prior two years).  We included  two control variables that could potentially impact Tobin’s Q, namely, a performance ratio, return on assets (ROA) and capital structure (Debt), We also include two dummy variables representing years and industries.   In addition, we include two interaction variables, SGP×DUMAT (β5) and SGP×DUSTA (β6).  The model (6) includes the interaction of patents productivity  (SGP) and corporate government dummy (DUGG) in addition to other variables same as the model (5).  The results are shown in table 5.  
[Insert Table 5 here]

Panel (1) of Table 5 indicates that the coefficient of SGP (β3) is significant at the five percent level. This indicates that, regardless of the life cycle of a firm, the impact of patenting productivity on economic success (as measured by Tobin Q) is significantly positive.  After including dummy variables to represent life cycle stages, panel (2) of Table 5 indicates that the coefficient of SGP (β3) is significantly positive at the one percent level.  The coefficient of SGP×DUMAT (β4) is positive but not significant.  The coefficient of SGP×DUSTA (β5) is significantly negative.  The signs and significance of the coefficient indicates that economic success is greatest at the growth stage of a firm’s life cycle.  Because β3 > β4 > 0> β5, we conclude that the influence of sales growth on patent granted firms’ market value is significantly positive at the growth stage.  We also observe that the impact of economic success is not significant at the maturity stage.  However, the impact of economic success becomes more negative at the stagnant stage relative to growth and maturity stage.

In panel (3) of Table 5, we include both corporate governance and life cycle dummy variables.  The coefficient of SGP (β3) is significantly positive at the five percent level, but the coefficient of SGP×DUMAT (β4) and SGP×DUSTA (β5) are insignificant,  β5 < β4 < 0.  We also note that the coefficients of SGP×DUGC (β6), SGP×DUMAT×DUGC (β7) and SGP×DUSTA×DUGC (β8) are all positively significant at the one or five percent level.  We find that the influence of corporate governance on patent granting firms’ values is contingent on the stage of the firm in its life cycle. Since β8 > β7 > β6, we conclude that corporate governance has the most impact on firm value in the stagnant stage and least impact in the growth stage.  This finding supports the economic success hypothesis (H3).

5. Conclusion

In this study our objective is two fold. First, we examine if at all and how corporate governance affects innovative success of a firm.  Based on Mansfield (1981) we trichotomize innovative success into three categories: technical success, commercial success, and economic success.    We measure technical success by the number of patents received after making R&D investment.  Commercial success is measured by sales growth and economic success is measured by Tobin’s Q.  Second, we examine how the association between corporate governance and innovative success is moderated (if at all) by the stage of the firm in its respective life cycle.

In this study we find that corporate governance is positively associated with technical success and, in particular, higher levels of corporate governance appears to be responsible for greater technical success.  We find that this association is moderated by the stage of the firm in its respective life cycle; corporate governance is most effective for technical success in the maturity and stagnant stages of the firm and least effective in the growth stage. This finding indicates the importance of having particularly strong corporate governance measures in the maturity stage of a firm experiencing technical success. We, however find that corporate governance is not significantly associated with commercial success as measured by sales growth nor is this association moderated by the stage of the firm in its life cycle. 

Our study demonstrates that corporate governance is important and plays an indirect role in enhancing the value of an innovative firm, with particular emphasis for stagnant firms and being least important for growth firms.  This finding is a novel to the literature.  
Finally, we conclude by discussing limitations of our study.  A key limitation is that this study is based on only Taiwanese firms.  Taiwan may have its own peculiar and institutional and cultural features.  In particular Chin et al. (2009) indicate that Taiwan’s patent filings per million capita in the US rank second only to US companies. Anandarajan et al. (2007) note that innovation is of special importance to Taiwan which is reflected by the fact that national R&D expenditures rank ninth in the world which puts Taiwan on par with the industrialized countries of the West.  However, to the extent that the Taiwanese environment differs from that in other countries, different results may be obtained. This could be an interesting avenue for future research.
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Table 1

Variable Definition

	Symbol
	
	Variable
	
	Measure

	PAT
	
	Number of patents received
	
	Natural logarithm of number of patents received

	RD
	
	R&D expenditures
	
	Natural logarithm of average R&D expenditures (in thousand NT dollars) over current year and the prior two years.

	DEBT
	
	Leverage
	
	The ratio of total debts to total assets. 

	SIZE
	
	Size
	
	Natural logarithm of total assets

	DUMAT
	
	A dummy variable of mature stage 
	
	DUMAT = 1 if a firm’s life cycle identified at mature stage, and 0 otherwise.

	DUSTA
	
	A dummy variable of stagnant stage
	
	DUSTAT = 1 if a firm’s life cycle identified at stagnant stage, and 0 otherwise

	DUCG
	
	A dummy variable of corporate governance quality
	
	DUCG = 1 if a firm’s corporate-governance composite score (CG) is greater than the sample median, and 0 otherwise.

	SG
	
	Sales growth ratio 
	
	The percentage change in net sales from  year t-1 to t

	APAT
	
	Average number of patents received
	
	Natural logarithm of average number of patents received over the current year and the prior two years

	ROA
	
	Return on assets
	
	Ratio of income before interests and taxes to 

total assets

	AE
	
	Advertising expenditures
	
	Natural logarithm of advertising expenditures 

	TQ
	
	Tobin’s Q measures the market valuation of corporate innovation
	
	Tobin’s Q is calculated by using book value of total debts plus market value of equity minus the book value of equity as the numerator and book value of total assets as the denominator.

	SGP
	
	SGP measures the patent productivity
	
	Sales growth ratio divided by the natural logarithm of average number of patents that the firm received in the current year and the prior two years.

	YEAR
	
	Year dummies
	
	Years 2004 thru 2009 are included in the regression models.

	IND
	
	Industry dummies
	
	IND1 thru IND7 are included in the regression models.  They represent semiconductor (IND1), computer and peripheral equipment (IND2), optoelectronic (IND3), communication and internet (IND4), electronic parts and computers (IND5), electronic products distribution (IND6) and information service (IND7).


Table 2

Descriptive Statistics

	Variable
	Mean
	Std. Dev
	Min
	Median
	Max

	Panel A：Technical Success  n=4,416

	PAT
	1.027 
	1.414 
	0.000 
	0.000 
	7.714 

	RD
	18.025 
	1.575 
	9.616 
	17.957 
	23.577 

	DEBT(%)
	41.881 
	16.784 
	2.260 
	42.345 
	162.645 

	SIZE
	21.819 
	1.359 
	18.623 
	21.608 
	28.212 

	CG
	3.122 
	1.171 
	0.080 
	3.270 
	5.611 

	Panel B：Commercial Success  n=2,039

	SG(%)
	12.373 
	26.533 
	-75.697 
	10.073 
	344.700 

	APAT
	2.067 
	1.471 
	0.573 
	1.993 
	8.273 

	ROA(%)
	7.117 
	13.613 
	-99.953 
	7.905 
	63.270 

	AE
	11.871 
	1.477 
	4.369 
	11.651 
	17.304 

	CG
	3.178 
	1.164 
	0.156 
	3.360 
	5.611 

	Panel C：Economic Success  n=1,496

	TQ
	1.528 
	0.892 
	0.615 
	1.243 
	12.123 

	SGP(%)
	12.107 
	14.613 
	0.017 
	7.618 
	186.353 

	ROA(%)
	7.308 
	13.649 
	-99.953 
	8.060 
	63.270 

	DEBT
	42.260 
	17.737 
	3.047 
	42.920 
	98.272 

	CG
	3.219 
	1.068 
	0.156 
	3.470 
	5.611 


See Table 1 for variable definitions.
Table 3  
Regression results for testing technical success
	
	
	(1)
	(2)
	(3)

	
	
	Std. Coef.
	t-value
	Std. Coef.
	t-value
	Std. Coef.
	t-value

	Intercept
	β0
	-13.167 
	-43.768*** 
	-13.007 
	-42.724*** 
	-13.264 
	-43.264*** 

	DEBT
	β1
	0.003 
	 0.192 
	0.004 
	  0.287 
	0.006 
	  0.408 

	SIZE
	β2
	0.286 
	 14.278*** 
	0.291 
	 14.242*** 
	0.293 
	 14.341*** 

	RD
	β3
	0.495 
	 23.649*** 
	0.499 
	 23.252*** 
	0.494 
	 22.560*** 

	RD×DUMAT
	β4
	
	
	-0.005 
	 -0.308 
	-0.041 
	 -2.465** 

	RD×DUSTA
	β5
	
	
	-0.013 
	 -0.711 
	-0.046 
	 -1.697* 

	RD×DUCG 
	β6
	
	
	
	
	0.024 
	  2.197** 

	RD×DUMAT×DUCG
	β7
	
	
	
	
	0.060 
	  2.262** 

	RD×DUSTA×DUCG
	β8
	
	
	
	
	0.049 
	  2.374** 

	YEAR2004
	Θ2004
	-0.005 
	 -0.271 
	-0.002 
	 -0.118 
	-0.003 
	 -0.150 

	YEAR2005
	Θ2005
	0.026 
	  1.492 
	0.030 
	  1.697* 
	0.028 
	  1.568 

	YEAR2006
	Θ2006
	-0.008 
	 -0.471 
	-0.006 
	 -0.353 
	-0.008 
	 -0.467 

	YEAR2007
	Θ2007
	-0.030 
	 -1.715* 
	-0.028 
	 -1.521 
	-0.027 
	 -1.502 

	YEAR2008
	Θ2008
	-0.034 
	 -1.577 
	-0.041 
	 -1.893* 
	-0.041
	 -1.890*

	YEAR2009
	Θ2009
	-0.063 
	 -2.942*** 
	-0.067
	 -3.064***
	-0.064 
	 -2.903***

	InD1
	Θ1
	0.051 
	  2.150** 
	-0.055 
	 -3.023*** 
	0.048 
	  1.956* 

	InD2
	Θ2
	0.148 
	  6.646*** 
	0.044 
	  2.601*** 
	0.142 
	  6.226*** 

	InD3
	Θ3
	0.085 
	  4.112*** 
	-0.013 
	 -0.791 
	0.073 
	  3.416*** 

	InD4
	Θ4
	0.115 
	  5.124*** 
	0.153 
	  5.149*** 
	0.117 
	  5.143*** 

	InD5
	Θ5
	0.126
	  5.219***
	0.135
	  5.464***
	0.121
	  5.456***

	InD6
	Θ6
	-0.074 
	 -4.322*** 
	-0.171 
	 -6.954*** 
	-0.082 
	 -4.638*** 

	InD7
	Θ7
	-0.041 
	 -2.190** 
	-0.135 
	 -5.745*** 
	-0.040 
	 -2.111** 

	AdjR2
	
	0.565
	0.570
	0.571

	F Value
	
	242.240***
	205.410***
	171.833***


***, ** and * denote significance at 1%, 5% and 10% level, respectively.

See Table 1 for variable definitions.
Table 4  
Regression results for testing commercial success
	
	
	(1)
	(2)
	(3)

	
	
	Std. Coef.
	t-value
	Std. Coef.
	t-value
	Std. Coef.
	t-value

	Intercept
	β0
	16.832 
	  5.246*** 
	14.550 
	  4.579*** 
	14.056 
	  4.397*** 

	ROA
	β1
	0.436 
	 25.517*** 
	0.423 
	 25.015*** 
	0.424 
	 25.002*** 

	AE
	β2
	-0.006 
	 -0.268 
	0.010 
	  0.475 
	0.012 
	  0.554 

	APAT
	β3
	0.051 
	 2.360** 
	0.262 
	  7.428*** 
	0.294 
	  6.636*** 

	APAT×DUMAT
	β4
	
	
	-0.198 
	 -6.354*** 
	-0.168 
	 -2.419** 

	APAT×DUSTA
	β5
	
	
	-0.204 
	 -8.465*** 
	-0.232 
	 -3.645*** 

	APAT×DUCG 
	β6
	
	
	
	
	-0.043 
	 -1.201 

	APAT×DUMAT×DUCG
	β7
	
	
	
	
	0.035 
	  0.539 

	APAT×DUSTA×DUCG
	β8
	
	
	
	
	0.026 
	  0.434 

	YEAR2004
	Θ2004
	-0.055 
	 -2.511** 
	-0.056 
	 -2.606*** 
	-0.054 
	 -2.494** 

	YEAR2005
	Θ2005
	-0.110 
	 -4.997*** 
	-0.108 
	 -4.947*** 
	-0.102 
	 -4.659*** 

	YEAR2006
	Θ2006
	-0.244 
	 -5.011*** 
	-0.237 
	 -5.860*** 
	-0.232 
	 -5.525*** 

	YEAR2007
	Θ2007
	-0.341 
	 -5.347*** 
	-0.326 
	 -4.805*** 
	-0.322 
	 -4.552*** 

	YEAR2008
	Θ2008
	-0.430
	 -4.722*** 
	-0.427 
	 -4.871*** 
	-0.427 
	 -4.866*** 

	YEAR2009
	Θ2009
	-0.511 
	 -7.901*** 
	-0.595
	 -7.443*** 
	-0.596 
	 -7.470*** 

	InD1
	Θ1
	-0.097 
	 -4.819*** 
	-0.101 
	 -5.104***
	-0.102 
	 -5.111*** 

	InD2
	Θ2
	-0.107 
	 -5.276*** 
	-0.096 
	 -4.807*** 
	-0.099 
	 -4.907***

	InD3
	Θ3
	0.050 
	  2.610***
	0.028 
	  1.475 
	0.031 
	  1.620 

	InD4
	Θ4
	0.052 
	  1.472 
	0.061 
	  1.746*
	0.061 
	  1.748* 

	InD5
	Θ5
	-0.212 
	 -0.573 
	-0.121 
	 -0.396
	0.016 
	  0.553 

	InD6
	Θ6
	-0.025 
	 -0.907 
	-0.034 
	 -1.226 
	-0.034 
	 -1.229 

	InD7
	Θ7
	-0.106 
	 -3.659*** 
	-0.114 
	 -3.988*** 
	-0.112 
	 -3.936*** 

	AdjR2
	
	0.299
	0.320
	0.321

	F Value
	
	82.024***
	78.192***
	65.468***


***, ** and * denote significance at 1%, 5% and 10% level, respectively.

See Table 1 for variable definition.
Table 5  
Regression results for testing economic success
	
	
	(1)
	(2)
	(3)

	
	
	Std. Coef.
	t-value
	Std. Coef.
	t-value
	Std. 
Coef.
	t-value

	Intercept
	β0
	1.160
	13.674*** 
	1.171 
	22.997*** 
	1.170 
	22.814*** 

	ROA
	β1
	0.534
	21.229*** 
	0.556 
	22.012*** 
	0.555 
	21.953*** 

	DEBT
	β2
	-0.149
	-5.936*** 
	-0.169 
	-6.672*** 
	-0.170 
	-6.667*** 

	SGP
	β3
	0.119
	 5.093*** 
	0.166 
	 4.824*** 
	0.142 
	 2.181** 

	SGP×DUMAT
	β4
	
	
	0.001 
	 0.050 
	-0.026 
	-1.580 

	SGP×DUSTA
	β5
	
	
	-0.085 
	-2.789*** 
	-0.128 
	-0.749 

	SGP×DUCG 
	β6
	
	
	
	
	0.026 
	 2.440** 

	SGP×DUMAT×DUCG
	β7
	
	
	
	
	0.049 
	 2.186** 

	SGP×DUSTA×DUCG
	β8
	
	
	
	
	0.058 
	 3.374*** 

	YEAR2004
	Θ2004
	0.029
	 1.039 
	0.042 
	 1.519 
	0.040 
	 1.442 

	YEAR2005
	Θ2005
	0.164
	 5.744*** 
	0.171 
	 5.877*** 
	0.170 
	 5.824*** 

	YEAR2006
	Θ2006
	0.007
	 0.247 
	-0.008 
	-0.264 
	-0.009 
	-0.298 

	YEAR2007
	Θ2007
	-0.088
	-3.003*** 
	-0.119 
	-3.950*** 
	-0.120 
	-3.989*** 

	YEAR2008
	Θ2008
	-0.153
	-4.662*** 
	-0.156 
	-4.719*** 
	-0.154 
	-4.708*** 

	YEAR2009
	Θ2009
	-0.240
	-7.274*** 
	-0.240 
	-7.168*** 
	-0.242 
	-7.276*** 

	IND1
	Θ1
	0.306
	 5.873*** 
	0.282 
	10.597*** 
	0.284 
	10.658*** 

	InD2
	Θ2
	0.160
	 2.954*** 
	0.163 
	 6.019*** 
	0.166 
	 6.107***

	InD3
	Θ3
	0.096
	 2.015** 
	0.083 
	 3.228*** 
	0.087 
	 3.386*** 

	InD4
	Θ4
	0.086
	 3.201*** 
	0.104 
	 3.920*** 
	0.090 
	 3.344*** 

	InD5
	Θ5
	-0.006
	-0.112 
	-0.062 
	-0.871 
	-0.057 
	-0.799 

	InD6
	Θ6
	0.053
	 1.426 
	0.084 
	 1.555 
	0.087 
	 1.608 

	InD7
	Θ7
	0.125
	 3.395*** 
	0.148 
	 2.866*** 
	0.143 
	 2.769*** 

	AdjR2
	
	0.516
	0.553
	0.554

	F Value
	
	89.386***
	81.019***
	67.876***


***, ** and * denote significance at 1%, 5% and 10% level, respectively.

See Table 1 for variable definition.
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