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ABSTRACT

Regression analysis is a commonly applied technique used to measure the relationship/predict/forecast of comparable units.  A set of comparable units is some group of entities each performing somewhat the same set of activities.  In this paper, we will extend a recently developed methodology to incorporate into the regression analysis a new variable that captures the unique weighting of each comparable unit.  This new variable is the relative efficiency of each comparable unit that will be generated by a technique called data envelopment analysis (DEA).  The results of applying this methodology with the DEA variable to a hospital labor data set will be presented.

INTRODUCTION
Regression analysis is a commonly applied technique used to measure the relationship/predict/forecast between one dependent variable and one or more independent/causal variables.  Regression employs the statistical method of least squares to establish the statistical relationship between the dependent variable and the set of independent/causal variables.  Additionally, many times the regression procedure is used to produce relationships/predictions for comparable units.  Each comparable unit should be performing somewhat the same set of activities.  A few examples of comparable units are hospitals, banks, sales territories, and sales representatives. When applying regression analysis, the statistical relationship established is an average relationship using one set of weights assigned to the independent variables.  However, the relative importance of each of the independent variables will most likely vary from comparable unit to comparable unit.  As a result, in some cases, the regression model could provide estimates that are too high or too low.

In this paper, we will extended our recently developed methodology, [4], to incorporate into the regression analysis a new variable that captures the unique weighting of each comparable unit.  This new variable is the relative efficiency of each comparable unit that will be generated by a technique called data envelopment analysis (DEA).  In the next section, we provide a brief introduction to DEA.  Subsequently, we discuss our extended regression methodology and apply it to a hospital labor data set.  Finally, the conclusions and future extensions are discussed.
DATA ENVELOPMENT ANALYSIS (DEA)
One of the major concerns of managers in evaluating the performance of an operation within any type of organization is efficiency.  Efficiency measures whether resources, equipment, and/or people are being put to good use.  One dimension of the efficiency of an operation of any organization is the manner by which that organization selects and uses resources to produce its products.  The more product produced for a given amount of resources the more efficient (i.e., less wasteful) is the operation.  In order to evaluate the relative efficiency of comparable components of an organization, Charnes, Cooper and Rhodes [1] proposed an innovative quantitative technique that they named data envelopment analysis (DEA).

DEA utilizes linear programming to produce measures of the relative efficiency of comparable decision making units (DMUs) that employ multiple inputs and outputs.  The decision making unit (DMU) is the component of the organization that is being evaluated, (e.g. hospitals—in the health care system, departments--in a hospital/company, or individuals—in a department).  DEA takes into account multiple inputs and outputs to produce a single aggregate measure of relative efficiency for each DMU.  It requires only that the selected inputs and outputs be quantifiable.  The technique can analyze these multiple inputs and outputs in their natural physical units without reducing or transforming them into some common measurement such as dollars.  Finally, DEA uniquely evaluates all the DMUs and all their inputs and outputs simultaneously, and conservatively identifies the sets of relatively efficient and relatively inefficient DMUs.  Thus, the solution of a DEA model provides a manager a summary with comparable DMUs grouped together and ranked by relative efficiency.  DEA has been applied to many diverse areas such as: health care, military operations, criminal courts, university departments, banks, electric utilities mining operations, manufacturing productivity, and railroad property evaluation, [2, 3, 6, 7].

Mathematically, efficiency can be defined as the ratio of weighted outputs to weighted inputs:
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The DEA approach identifies the set of weights (all weights must be positive) that individually maximizes each DMU's efficiency while requiring the corresponding weighted ratios (i.e., using the same weights for all DMUs) of the other DMUs to be less than or equal to one.  A DMU is considered relatively inefficient if its efficiency rating is less than one (i.e., E<1).  The degree of inefficiency for a DMU is measured relative to a set of more efficient DMUs.  However, a DMU identified as being efficient (i.e., E=1) does not necessarily imply absolute efficiency.  It is only relatively efficient as compared to the other DMUs that are being considered. 

The Charnes, Cooper and Rhodes DEA model [1] is a linear program that compares the ratio of weighted outputs to weighed inputs, i.e., efficiency, for each DMU.  The efficiency of the kth DMU (i.e., Ek) is obtained by solving the following linear formulation:
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where:

Parameters

Yrj  = amount of the rth output for the jth comparable unit;


Xij  = amount of the ith input for the jth comparable unit;

 t     = the number of outputs;


m   = the number of inputs, and;


n    = the number of comparable units;      

  
(   = is a small infinitesimal value;

Decision Variables

 ur = the weight assigned to the rth output, and;


 vi = the weight assigned to the ith input.

The DEA formulation determines objectively the set of weights, ur and vi, that maximizes the efficiency of DMUk, Ek.  The constraints require the efficiency of each DMU, including the kth DMU, not to exceed 1, and the weights, ur and vi, must be positive.  A similar DEA formulation must be solved for each DMU.  A DMU is considered relatively inefficient (i.e., Ek<1) if it is possible to increase its outputs without increasing inputs or decrease its inputs without decreasing outputs.  These efficiency ratings allow decision-makers to identify which DMUs are in need of improvement and to what degree.

EXTENDED REGRESSION METHODOLOGY 

We developed a new regression forecasting methodology designed to be applied to a historical data set of multiple inputs and outputs variables from a set of comparable units, [4]. This new regression forecasting methodology consists of a three-step process:

I.  Stepwise Regression
One output variable is assumed to be the principal/critical variable that will be needed to be forecasted, e.g., sales, production, or demand.  A stepwise regression is executed using this principal/critical output variable as the regression dependent variable, the variable to be forecasted, and all the input variables as regression independent variables.  
II.  DEA analysis

Using the significant input variables from Step 1, a DEA analysis is performed.  Each efficiency score measures the relative efficiency of the comparable unit.  

III.  Stepwise regression

Another stepwise regression is then executed using now also including the DEA efficiency score as regression independent variables. 
Given a data set with relatively small number of input variables (as used in the next section), the first stepwise regression may eliminate essential discriminating variables from the DEA analysis.  For that reason, in this paper and this extended methodology, in Step 1 we simply run a multiple regression analysis to provide baseline measures.  The subsequent steps are similar to our initial proposed methodology, DEA analysis and stepwise regression.

EXAMPLE

We applied our extended regression methodology to a data set used by the Navy [5], to evaluate the performance of its hospitals in terms of how many labor hours are used.  The Navy selected 16 hospitals that they thought were efficiently run.  By developing a regression model of these efficiently run hospitals the Navy evaluated the efficiency of questionable hospitals.  The data set consists of the following six variables:

· Monthly Labor Hours (Hours)
· Monthly X-ray Exposures (Xray)
· Monthly Occupied Bed Days (BedDays)
· Average Length of Stay (in days) (Length)
· Average Daily Patent Load (Load)
· Eligible Population in the Area (in thousands) (Pop)

The dependent variable is the monthly labor hours (Hours).  The regression analysis results using the remaining variables as independent variables has a particularly high R2, however, only two variables, Xray and Length are significant, as shown in Table 1.  We then performed a DEA analysis of the 16 hospitals using the five independent variables as inputs and hours as the only output variable.  The DEA analysis produced:


▪ two efficient hospitals,


▪ an average DEA efficiency of 65.5%, and


▪ a minimum DEA efficiency of 21.7%.

We performed the regression analysis again with the five independent variables and the DEA efficiency score.  As shown in Table 1, the R2 increased slightly and the standard error got smaller.  However, as in our first regression, the only significant variables were Xray and Length.  Consequently, we ran a stepwise regression.  The significant variables included Xray and Length, and now, BedDays and the DEA efficiency.  The R2, remarkablely, did not change and the standard error slightly decreased further, Table 1.
	
	R2
	Standard Error
	Significant variables

	Five input variables
	99.7
	399.7
	Xray and Length 

	Five input variables + DEA efficiency score
	99.8
	348.6
	Xray and Length

	Stepwise—3 input variables + DEA efficiency score
	99.8
	320.1
	Xray, Length, BedDays and  DEA efficiency


Table 1. Summary of model results.

CONCLUSIONS

In this paper, we extended a recently developed regression forecasting methodology to include as part of the regression analysis of comparable units a DEA efficiency score.  This DEA efficiency score is a surrogate measure of the unique weighting of the variables and of performance of each comparable unit.  The results of applying this extended regression methodology including a DEA efficiency variable to a hospital labor data set significantly improved the models.  We plan to perform further testing with other data sets, some with more comparable units and more than one output variables. 
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